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Abstract 
 

 
I have created a network topology that contains three Cisco routers, three 

Cisco switches, and three endpoints. The network has been built using the software 
GNS-3. The endpoints on the topology include one VPC, one Kali Linux VM, and 
one Ubuntu Server VM. The main purpose of this network topology is to show the 
skills I have learned in my tenure at The University of Akron. This will be done by 
hardening this network to ensure that the network is impervious to cyber-attacks. 
The Kali Linux VM will act as the attacker on the network and conducted three 
attacks: STP man-in-the-middle, DHCP starvation, and a brute force attack against 
a SSH connection. The Ubuntu Server VM is configured as a Web Server hosting a 
website created by me called “SportsBallStore.” SSH is configured and secured on 
the Ubuntu server as well. To obtain the Cisco router and switch images, the Cisco 
Modeling Labs – Personal license was purchased by me. The routers have been 
configured with hostnames, encrypted passwords, static IP addresses, OSPF, and 
DHCP. The three switches have been configured with hostnames, encrypted 
passwords, static IP addresses, and STP. These protocols have been properly 
configured and secured on each device. This report will discuss the background, 
problems, processes, and results of this topology, its configurations, and the attacks 
in detail. 
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Chapter 1: Introduction 

 

1.1 Overview 

To demonstrate the principles of network hardening, I have built a network 

topology that contains three Cisco routers, three Cisco switches, a GNS-3 VPC, a 

Kali Lunix VM, and an Ubuntu Server VM. The network was configured with four 

subnets. This network has been constructed and configured using the software 

GNS-3. Each of the routers and switches follow the naming system R# or S#. For 

example, R1 is router 1 and S1 is switch 1. The switches were configured to run 

STP as they were configured with redundancy. R2 was configured as the DHCP 

server for the subnet with the VPC and the Kali Linux VM. The Ubuntu Server was 

configured to act as a web server hosting the online sporting goods store 

“SportsBallStore.” This is a webpage that was created by me to represent a real 

online retail store. The Kali Linux VM acted as the attacker in this project and all 

three attacks were conducted from this VM. 

GNS-3 is a software that is used to build and configure networks using 

proprietary device images. GNS-3 can also integrate standalone VMs into the 

topology as well to act as endpoints. A VM image file is a copy of an OS that can be 

manipulated and configured as if it is a physical device. Kali Linux is a Virtual 

Machine image that emulates a Linux Operating System that is often used for 

penetration testing because it has many penetration testing tools preinstalled on the 

machine. An Ubuntu Server VM is an image of the Linux server OS and can be 

configured to act as a real server that hosts data on it. 
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I have purchased the Cisco Modeling Labs – Personal license. This license 

is used to legally acquire any Cisco device image files. Cisco is a company that 

manufactures enterprise level networking devices such as: routers, switches, 

servers, and ASAs. An image is a file that contains the operating system of a device. 

These images are used to create VMs. The license allowed me to download the 

images for the routers and switches used in the network topology. The price of the 

Cisco Modeling Labs – Personal license is set to $199.00 USD. For the topology 

that I built on GNS-3, I downloaded the Cisco CSR1000v 16.6.1 router image and 

IOSvL2 15.2.1 switch image files. These files had then been added into GNS-3 as 

router and switch templates. 

The network has been configured with four subnets named Subnet 1, 2, 3, 

and 4. Subnet 1 is a /26 network that contains the three switches: S1, S2, and S3; 

the GNS-3 VPC and the Kali Linux VM. These devices are all connected to R1 which 

acts as the default gateway. Subnet 2 is another /26 network that contains the 

Ubuntu server connected to R3 as the default gateway. Finally, Subnets 3 and 4 are 

/30 networks that are the connections between R1 and R2 and R3 respectively. 

Once the configurations were completed on the topology, three attacks were 

conducted from the Kali Linux VM against the network devices and the Ubuntu 

Server. The attacks that were run are a STP man-in-the-middle attack, DHCP 

Starvation, and a brute force attack. The software Yersinia was used to conduct the 

STP and DHCP attacks, and Hydra was used to conduct the brute force attack on 

the Ubuntu Server. 
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1.2 Research Objectives 

The objectives of this research project are to build and configure a hardened 

network that is impervious to the three attacks that were specified. These attacks 

are STP man-in-the-middle, DHCP starvation, and Brute Force attacks. This means 

that the objective of the configurations made on the GNS-3 network is to prevent 

these attacks and cause them to fail when they are conducted from the Kali Lunix 

VM. 

I have conducted extensive research on the configuration of a network and 

the steps that are needed to be taken to properly harden the network from the 

attacks discussed above. This includes both the previous work that has been done 

about the topic of network hardening and research on the actual configuration of the 

topology created in this project. The research and been done regarding router, 

switch, and Linux server configuration to prevent attacks that could be run against 

the network. This is a major pilar to achieving the objectives previously stated. 

The final objective of my research was to develop a better understanding of 

the three attacks that I conducted in this project. As I have never actually conducted 

a cyber-attack prior to this project I had to learn both the purpose and the process 

behind the attacks I ran. This included why an attacker might conduct the attack 

along with how to run it myself. Finally, how and why the attack needs to be 

prevented or mitigated. 
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1.3 My Contribution in Brief 

My Contribution to network hardening research is providing proof on concept 

on protecting the network from the attacks discussed above. These attacks include 

STP man-in-the-middle, DHCP Starvation, and Brute Force attacks. 

The STP man-in-the-middle attack is a layer 2 attack where the attacker 

sends BPDUs to the switches to initiate an election of the STP Root Bridge. When 

a STP man-in-the-middle attack is successful the attacker’s device will be elected 

as the Root Bridge. If the attacker’s device is elected as the Root Bridge, then all 

network traffic flows through their device. This allows the attacker to intercept and 

interpret all data sent over the network. The attacker at this point could steal any 

personal information, eavesdrop in conversations, or collect and interpret network 

information. To prevent this attack, I needed to configure the network with port 

security and sticky MAC addresses on the switches. 

The DHCP Starvation attack is a layer 3 attack that is conducted to interrupt 

the functionality of the network. This is done by the attacker’s device sending many 

DHCP Discover packets in a very short span of time to lease all the available IP 

addresses from the DHCP server. Because a DHCP server will only lease one IP 

address to a single MAC address, the attacker’s device will spoof, or create fake, 

MAC addresses to use as the source MAC address for each DHCP Discover packet. 

This then confuses the DHCP server into thinking that each request is coming from 

a new device on the network. Once all the available addresses have been leased to 

the spoofed MAC addresses and recorded in the DHCP server’s MAC address 

table, then it can no longer issue any new devices an IP address. This removes the 
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ability for any legitimate devices to connect to the network and function properly. To 

prevent this attack, I needed to configure the switches with port security, sticky MAC 

addresses, and configure both the routers and switches with DHCP snooping to 

monitor the DHCP traffic. 

Brute Force attacks are when the threat actor creates a long list of passwords 

to input into a software to run a series of login attempts against a service to crack 

the password in use. When this attack method is employed, the software issues a 

login attempt and uses a password from the list of passwords provided and if the 

attempt fails the software initiates the next login attempt and moves down the list. If 

the attack is successful the attacker has then compromised the service or account 

they are brute forcing, and the attacker can then sign into the service or account 

and do anything the legitimate user has access to do. This can be dangerous when 

it refers to web services, privileged accounts, or configuration protocols such as 

SSH. To prevent this attack, I have configured the SSH service on the Ubuntu Server 

VM to have a max password attempt to 1 and configured the firewall to block sign-

in attempts for 2 minutes if the incorrect password is issued too many times. This 

will cause any brute force attempt to time out.  
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Chapter 2: Background and Related Work 

 

2.1 Introduction 

The purpose of this chapter is to discuss the research that has been 

conducted on the topic of both hardening networks and attacking them. The scope 

of the research is limited to previous work done on the subject, the configuration of 

the network, and the three attacks (STP man-in-the-middle, DHCP Starvation, and 

Brute Force attacks). The previous work includes any research, work, or projects 

that have been conducted prior to this project being conducted. This does not 

include prior configurations and work done by me. The research on the configuration 

is limited around the protocols and services configured to properly secure the 

network from attacks. Finally, the research on the attacks that has been conducted 

is limited to the scope of this project. This includes the effects of the attack, how to 

conduct the attack and why the attack is useful for the attacker. 

 

2.2 Previous Work 

Based on the research conducted there are several devices that need to be 

hardened: endpoints, switches, and routers. Endpoints or “hosts” are devices that 

users, data, and applications utilize to interface with the network itself including 

computers, servers, mobile devices, and the IoT (smart devices: thermometers, 

cameras, printers, etc…) [16]. There are numerous strategies that are used to 

harden these devices. These methods include auditing, physical access control, 



 

 

15  

closing open ports, network segmentation, removing unused devices, software, or 

services, restricting administrator access to devices and services, MFA, and 

securing remote access [16]. 

According to the NSA, hardening a network reduces the risk of unauthorized 

access to a network’s infrastructure. Network and device vulnerabilities allow threat 

actors to exploit weaknesses to gain presence and persist within a network. These 

malicious actors have shifted their focus from attempting to gain access to an 

endpoint to trying to gain access to embedded network devices such as routers and 

switches. The vulnerabilities these threat actors exploit include but are not limited to 

manipulating configuration weaknesses, implanting malware in a device’s OS, and 

taking control of routing protocols. These techniques that hackers use can result in 

them gaining access to the network, loss of network function, and even man-in-the-

middle attacks [1]. 

The Hardening Network Devices article, published by the NSA states, every network 

device comes with services enabled by their manufacturer. These services and 

protocols are enabled by default to simplify network configuration; however, many 

of these services are not secure. Any service or protocol that is disabled cannot be 

exploited by a threat actor. Therefore, according to the NSA, any service that is not 

being directly utilized by the network should be disabled. Both Cisco and the NSA 

recommend that SSH and TLS be enabled by the network administrator to provide 

secure communication through encryption. They both recommend disabling 

services such as telnet, HTTP, and FTP as they are not encrypted protocols. SSH 

and TLS are good replacements for telnet as they allow the user to communicate 
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with the router over an encrypted medium [1]. HTTPS and SCP are secure 

replacements for HTTP and FTP.  The NSA also recommends that the network 

administrator disables services such as: SNMP, any discovery protocols, IP Source 

Routing services, ping, and Zero Touch Provisioning [1]. 

SNMP can be exploited by an adversary to manipulate network configurations to 

disrupt or gain access to the system. Discovery and source routing protocols can 

also be used to gain access. FTP can be exploited to both extract files from the 

network (such as configuration files) and upload malicious files to the network. This 

can be used to both gain access and install viruses and worms on the network [1]. 

Zero Touch Provisioning is a dangerous service as it allows the network devices to 

download files without user interaction [1]. This means that a malicious actor could 

disguise malware as a legitimate file for the network devices to download. 

At the hardware level the NSA, NIST, and the notable source “BeyondTrust.com” 

state that the network administrator should enable port security, shut down unused 

interfaces and switch ports, and place these switchports on an unrouted and heavily 

audited VLAN [1] and [3]. They also recommend that all unused routing protocols 

be disabled. 

The third category that these sources listed above provide recommendations on is 

system security. This contains processes such as ensuring that all device OSs are 

updated regularly [3]. They also recommend that firewalls are put in place and 

properly configured on the network and on end devices to block suspicious or 

unwanted traffic. This involves configuring ACLs to properly achieve this security. 
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Finally, identity management should be put in place. This involves services such as 

MFA in case an account or password on the network is compromised. This extra 

layer of security will allow the network administrator to properly remediate the 

intrusion before the attacker can fully infiltrate the system or network [1]. 

According to IBM, penetration testing is the process of conducting a fake 

cyberattack on a network or system. The purpose of this is to determine the network 

or system’s vulnerabilities to secure them from future attacks. It also provides the 

security professionals with a comprehensive understanding of how these 

vulnerabilities can be exploited. There are four types of penetration tests: 

Application, Network, Hardware, and Personnel pen-tests [6]. Application pen-tests 

are used to test the security of applications. Network pen-tests look to find 

vulnerabilities in the network itself. Hardware pen-tests test the security of a device 

connected to the network. Personnel pen-tests look for weaknesses in the 

employee’s cyber hygiene [6]. 

There are many tactics and techniques an attacker can use to compromise a device 

or network. The MITRE Attack Framework outlines these in a comprehensive and 

easily understood way. It can give the cybersecurity professional a step-by-step 

guide on how the attacker may exploit vulnerabilities to gain access to the system 

they are securing [20]. This includes the tactics: reconnaissance, resource 

development, initial access, execution, persistence, privilege escalation, defense 

evasion, credential access, discovery, lateral movement, collection, command and 

control, exfiltration, and impact [20]. Each of these tactics has numerous techniques 

that are outlined and discussed within [20]. All three of the attacks that I conducted 
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during my penetration test of the topology I built can be categorized into the tactics 

and techniques MITRE outlines. 

 

2.3 Technology Used 

In the process of network security, there are numerous technologies that are used. 

This technology includes protocols discussed earlier such as TLS, SCP, SSH, ACLs, 

VLANs, HTTPS, MFA, STP, DHCP, routing protocols, and encryption protocols [1]. 

There are devices that can be installed in networks as well to provide security. The 

most common device is an ASA. An ASA is a physical device that acts as a firewall 

by configuring ACLs on the device [16]. 

SSH is a protocol used to remotely connect to a device. This is a more secure 

alternative to the Telnet protocol. The connection provided by SSH establishes an 

encrypted tunnel between the source and destination of the connection [1]. ACLs 

are lists of IP addresses and protocols that can be allowed or denied connection to 

the network. ACLs are used to configure firewalls or ASAs. ASAs are hardware-

based firewalls that can act as Intrusion Detection or Prevention Systems. These 

devices are considered best practice for securing networks [1] and [16]. 

HTTPS is the secure version of HTTP. HTTP is a protocol used to establish 

connections to websites, webpages, and web applications via a browser. Browsers 

are Search Engines such as Google, Bing, or Yahoo. The HTTPS protocol functions 

almost identically to the HTTP protocol however it provides an encrypted connection 

between the user’s device and the web server [17]. Encryption protocols such as 
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TLS, SSH, or SSL obfuscate data into strings of characters that are completely 

unreadable without the encryption key [17]. 

For penetration testing to prove that a network has been properly hardened, 

Cybersecurity professionals use Kali Linux. Kali Linux is an open-source Linux OS 

that comes with many penetration testing tools installed by default [18]. Linux is a 

very bare, open-source OS that offers much higher levels of configuration compared 

to its Windows or Mac (Apple) counterparts. The Linux OS comes in more than one 

version. The other popular Linux installation is Ubuntu. Ubuntu is a barer and user-

friendly version of the Linux OS [19]. Ubuntu also offers a Linux server VM as well. 

The Ubuntu Linux Server VM can act as and do everything that a physical server 

can do [19]. 

 

2.4 Opportunities for Contribution 

Sections 2.2 Previous Work and 2.3 Technology Used discuss some of the 

background research conducted on the network hardening subject. This research 

has opened various opportunities for me to contribute knowledge to this topic. This 

section will discuss these opportunities. The contribution that I will be making is 

providing proof of concept for a hardened network. Proof that a network has been 

hardened needs to be provided. The best way to do this is to conduct a penetration 

test on the network. To prove that the network is secure the attacks conducted 

during the penetration test cannot be successful. This would show that the network 
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has been successfully secured to protect or mitigate the attacks conducted by the 

threat actor. 

There is a plethora of attacks that can be run during a penetration test. To show the 

security of only the network, the best options are to run attacks against network 

protocols and devices. This includes protocols and devices such as switches, 

routers, STP, DHCP, VPN, ARP, CDP, DTP, VTP, SSH, and more [7]. Yersinia is a 

great penetration testing tool for the protocols listed above. It is a layer 2 attack tool 

that can be used to attack everything listed except SSH [7]. The method to break 

SSH involves attacks such as a brute force attack to break the encryption key or 

password that is used to protect the system. 

In many cases, to show the security capabilities of a network topology, the network 

professionals will create vulnerability reports. This is an effective way to showcase 

this and state what parts of the network may need to be hardened further [6]. 

Penetration testing, however, is much more effective to do this because it provides 

proof of the vulnerability or of the security in place [6]. They also provide an in-depth 

understanding of the path and process a threat actor may use to exploit the 

vulnerabilities. For these reasons, Cybersecurity experts highly recommend 

penetration testing your network [6]. 

 

2.5 Conclusion 

This chapter discussed research that I conducted about network hardening and 

penetration testing. The NSA and NIST are two very prominent organizations 
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regarding cybersecurity and how it is conducted. They are both organized and 

funded by the United States government to conduct research and testing on 

protocols and devices used in our network today. They as well as private businesses 

such as IBM, Kali Linux, Ubuntu, Cisco, and many more strive to advance the 

technology we use for our networks to not only provide better and faster connectivity 

but better security as well. 

There are many technologies that are put in place and configured to harden a 

network. Most of these aspects of security and networking are placed on the routers 

and switches; however, some are placed on the endpoints like desktops, laptops, 

servers, mobile phones, and IoT devices. The reason we secure all of the devices 

on a network and not just the network devices themselves is because it only takes 

one device getting compromised for an attacker to gain access to the whole network. 
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Chapter 3: Problem statement and Solution 

 

3.1 Introduction to the Problem 

The first problem to solve is the creation and configuration of the topology. I built a 

network topology that contains three Cisco routers, three Cisco switches, and three 

endpoints. The endpoints are one Kali Linux VM that acts as both a user and the 

attacker, an Ubuntu Server VM that is configured as a web server hosting the 

website for a fake sporting goods store that I created called “SportsBallStore,” and 

finally, a GNS-3 VPC that will act as a user on the network [18] and [19]. This 

topology was created on GNS-3, which is a network virtualization software that can 

utilize virtual devices of any kind. This topology was split into four subnets that are 

named Subnet 1, 2, 3, and 4 accordingly. All the data for the topology is saved in a 

GNS-3 Virtual server that I configured using the VMWare hypervisor [23]. The Kali 

Linux VM and Ubuntu Server VM are stored on the hypervisor Oracle VirtualBox. 

The configuration of this network has caused numerous problems. 

The first issue that I faced in the configuration of this network was that I had to buy 

a Cisco Modeling Labs – Personal license to obtain the images for the OS of the 

router and switch. This license costs $199.00 USD [21]. Without obtaining this 

license any use of a Cisco OS image file would be considered pirating and be 

considered a criminal act. 

The next issue I faced was the device requirements to run the network, properly and 

effectively, I built on GNS-3. My laptop had only 16 GB of RAM and the topology 

required nearly 20 GB of RAM function. Originally, this project’s network was 
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supposed to contain six Cisco switches instead of 3 and four endpoints instead of 

three. Three switches in Subnets 1 and 2 instead of just Subnet 1 and two VPCs 

instead of just one. I could only run parts of the topology at one given time, and it 

would cause me not to be able to run any other programs while GNS-3 was running. 

The major issue that this project was meant to solve was the security issues around 

the network. A network with basic configuration is not secure whatsoever. Basic 

configuration includes hostnames, IP addresses, subnetting, and routes. While a 

network that is configured at this level will provide the users with connectivity to all 

aspects of the network, it does not provide security from any threats as the network 

is not hardened. 

Some of the threats that an unhardened network faces are vulnerabilities to 

many attacks including STP, DHCP, and attacks on SSH. This is because most 

networks are configured to introduce redundancy with STP and scalability with 

DHCP. Also, SSH provides the ability for network and security technicians to 

remotely connect to the network devices and some endpoints such as servers. The 

reason they may establish an SSH connection is to edit configurations of that device 

remotely. 

STP can be attacked in a couple of ways. One method is an STP man-in-the-

middle attack. This attack is when the attacker uses software to declare themselves 

as the Root Bridge. The next attack is STP denial of service. This is when the 

attacker sends BPDUs to the switches to continuously restart the STP process [5]. 

The protocol STP can be attacked using the software Yersinia. Yersinia is a tool that 
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is used on Kali Linux to run attacks on network protocols in layer 2 of the OSI 

framework. 

The next protocol that needs to be protected from this project’s solution is 

DHCP. DHCP can also be attacked in multiple ways. The most effective way to 

attack it is via DHCP Starvation [9]. DHCP Starvation is an attack where the attacker 

uses software such as Yersinia to spoof a very large amount of MAC addresses to 

send many DHCP Discover packets to the DHCP server at once to lease all 

available IP addresses [9]. 

The next problem to solve is securing the SSH protocol that is configured on 

the Ubuntu Server. SSH can be attacked via a Brute Force attack using software 

such as Hydra [22]. Hydra is a password cracking tool on Kali Linux that can be 

used to Brute Force numerous protocols and authentication methods including SSH 

[22]. 

Another problem that I looked to solve is the possibility of a threat actor just 

consoling into a network device and viewing configurations or even changing them. 

This can be done if passwords are not configured onto each device and if the 

passwords are not strong. A strong password is at least 8 – 10 characters long and 

includes lower-case letters, upper-case letters, number, and special characters like 

$, #, _, @, etc… [16]. 

The final problem that I needed to solve was conducting the proper research 

to adequately conduct this project and write this report. This assignment required 

me to pull together and apply all the knowledge that I have gathered while both 
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studying at the University of Akron and working in the Cybersecurity field. This was 

the most extensive project or assignment I have ever had to do and the research to 

complete this was no different. Being the capstone project of this major, makes this 

the most important report and project I have ever created. I have had to pour 

countless hours into the creation of both this network and the report that followed. 

 

3.2 Impact of the Problem 

The problems discussed in section 3.1 above have several impacts on the 

creation of the network itself. This was the most time-consuming problem to solve. 

It is also the most important problem because without completing this step there 

would be nothing to use to prove the proof of concept that I have discussed earlier 

in this report. The proof is extremely important because without it there would be no 

project at all. 

The problem of the cost of the Cisco Modeling Labs – Personal license has 

a large impact on this project, since I am just a college student, a $199.00 

expenditure is not cheap and can be quite detrimental to my savings. However, this 

was a very necessary and needed purchase as I needed to acquire the Cisco OS 

images to be able to begin the project itself. Without this, I would have been 

perpetually stuck at square one with my network as I would not have been able to 

create a working topology that meets the requirements of this project and of the 

research being conducted. 
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The next issue I face when configuring the network was the RAM issue that 

I stated in section 3.1. This was that the laptop I own only had 16 GB of RAM 

installed on it and the topology that I was building in GNS-3 required more RAM 

than what I had. This was causing the routers and switches to loop in their boot up 

sequences. This rendered the entire topology useless until the issue was solved. 

Unfortunately, due to this, I had to remove three of the switches and one of the VPCs 

from the original topology resulting in the topology that will be shown in section 3.4 

and the Appendix. After reducing the network, I still had to increase the RAM of my 

laptop to 32 GB instead of 16 GB to fully run the network topology without any errors. 

This added another $110.00 USD roughly to the final cost of this project for the new 

RAM cards and the tools to install them, bringing my total cost to over $300.00 USD. 

The next issue was securing the network from the three attacks that were 

discussed. The first attack is the STP man-in-the-middle attack. This is an attack 

where the threat actor connects their device to the network and then uses Yersinia 

or a similar tool to elect themselves as the Root Bridge [5]. The impact of this is that 

if the attack is successful, then the attacker will have all the network traffic on that 

subnet routed through their personal device. This is very dangerous for a network 

such as this one because there are users connecting to an online retail store. 

Meaning that PII such as credit card numbers, and account information is being 

transmitted across the network. If the attacker gains access to this network traffic, 

they can then steal information that is very confidential to each user on the network. 

The next attack that the network needed to be hardened to protect itself from 

is DHCP Starvation. This attack is when the attacker connects to the network and 
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uses Yersinia to send many DHCP Discover packets in a very quick succession. 

Each request gets sent from a unique spoofed MAC address to confuse the DHCP 

server that is the target of these attacks into thinking each request is sent from a 

new device [9]. This is because the source of each request is separate from the 

previous request. The reason this step of the attack is important is because a DHCP 

server is programmed to only lease one IP address to a MAC address [9]. If this 

attack is successful then legitimate users will no longer be able to lease an IP 

address from the DHCP server. This then makes it impossible to use the network by 

denying service to anyone but the attacker. 

The final attack that the network needed to be secured from are Brute Force 

attacks. This is because SSH was configured on the Ubuntu server to allow me to 

emulate a real-world network where the network may be using a server that is not 

directly on the premises of the physical network. In these cases, a network 

administrator would need to establish a SSH to the server to issue any configuration 

changes to the server itself or the webpage. The Brute Force attack can prove to be 

a very dangerous attack if the SSH service is not properly configured. If the attacker 

manages to Brute Force the SSH connection, then they can possibly sign-into the 

server with root privileges and issue any changes they want or steal any information 

that is saved on the server. A Brute Force attack on SSH is when the attacker uses 

software such as Hydra to initiate sign-in attempts and try any number of passwords 

from a list to attempt to break into the account [22]. 

The next problem is the possibility of a random person or threat actor 

consoling into the network devices. If a strong password as discussed in section 3.1 



 

 

28  

is not configured on each device, then the configurations and data that is saved on 

a device is not secure. This is the same principle as configuring a password on your 

personal computer. Even if the person that consoles into the device is not a 

malicious actor they could accidentally change the configuration and break the 

network altogether. 

The final problem was conducting the research for this project. This problem 

is imperative to the completion of this project and this report because it enabled me 

to properly configure and harden the topology from the attacks discussed. It also 

allows me to discuss the information being discussed in the proper manner. Without 

conducting the proper research, I would not be able to even begin to complete such 

an in-depth analysis of the cybersecurity techniques and configurations that have 

been involved in this process. 

 

3.3 Solution 

The first problem that I solved is the acquisition of the proper licensing, image 

files, and software to build this network. I purchased the Cisco Modeling Labs – 

Personal license for $199.00. This is a Cisco learner’s license that provides the user 

with IOS images for Cisco routers, switches, and ASAs. I have utilized the router 

and switch image files from this license. These image files are distributed with a 

default configuration that is identical to the Cisco devices themselves [21]. Next in 

the preparation phase was to install Kali Linux and an Ubuntu Server VM. The Kali 

Linux VM will represent an attacker’s device connecting to the network [18] and [19]. 
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Here is where Yersinia and Hydra have been installed. The Ubuntu Server VM is 

configured to run as a web server hosting a basic webpage created by me [19]. It is 

also running OpenSSH for secure remote connection to the device. These virtual 

devices will be used to build a network on the GNS-3 software. The GNS-3 software 

as well as its respective GNS-3 Virtual Server has been installed on my  computer 

[23]. 

To create the network topology, I used GNS-3. This network contains three routers, 

three switches, and three endpoints including the Kali Linux and Ubuntu Server 

VMs. There are three switches on this topology to ensure that redundancy can be 

configured on each Subnet 1. Each of the three end devices are connected to 

different points on the network. The GNS-3 VPC is connected to switch 1, the Kali 

Linux VM to switch 2 and the Ubuntu server to router 3. 

I used two different software tools on the Kali Linux VM to conduct these attacks. 

Yersinia was utilized to conduct the DHCP starvation attack and the STP Man-in-

the-middle attack. Yersinia is a software-based penetration testing tool on Linux that 

is used to attack layer 2 protocols [7] and  [9]. Hydra was used to conduct a Brute 

Force attack to attempt to gain administrative access to the network configuration. 

Hydra is a Linux-based password-cracking tool that can be used to Brute Force the 

SSH protocol configured on the Ubuntu Server VM [22]. 

I first configured this hardened network to solve the issue of connectivity between 

each device. This involved making any basic configurations such as subnetting, 
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hostnames, IP addresses, default gateways, and routes between the subnets using 

OSPF. 

After configuring the basic connectivity of the topology, I ran into the RAM issue 

presented in section 3.1 and 3.2 above. This was that the 16 GB or RAM my laptop 

has was not enough to run the topology on the GNS-3 software because I could not 

allocate enough memory to the GNS-3 Virtual Server. This made it impossible for 

the Virtual Server to host all the devices at the same time. To solve this issue, I paid 

approximately $110.00 to buy a set of two 16 GB Crucial RAM cards to replace the 

two 8 GB HP RAM cards on my laptop. This effectively doubled my RAM capacity 

from 16 GB to 32 GB, allowing me to allocate 24 GB of RAM to the Virtual Server to 

run all the devices on the topology at one given time. This also allowed me to run 

MS Teams to enter a meeting by myself to record the STP, DHCP, and Brute Force 

attacks being run on the network. 

I have secured the network to be able to prevent DHCP starvation, STP Man-

in-the-middle, and Brute force attacks, along with other network security features. 

These features include password protecting the configurations, implementing 

encryption, disabling unencrypted protocols. 

To prevent DHCP starvation, I have configured the MAC addresses to be static with 

the leases. I then configured port security to mitigate the risk of a STP Man-in-the-

middle attack and DHCP attacks. This is prevented because port security negates 

the ability for a new network device to be connected to the network. The port security 

that has been configured includes a maximum of the number of MAC addresses 



 

 

31  

that can connect to a switch port, sticky MAC addresses, and DHCP snooping. I 

have also configured the switch ports to shutdown in the event of a security violation. 

Disabling unencrypted protocols and enabling encryption provides 

confidentiality to the data being sent on the network. This includes enabling SSH 

and HTTPS. I have configured the web server to only utilize HTTPS instead of HTTP 

because this will help prevent the data on the website from being intercepted by the 

malicious actor [17]. I configured strong passwords to prevent a Brute Force attack 

from being feasible. Brute Force attacks are based on the amount of time it will take 

for the software to crack a password [22]. The stronger the password is the longer 

the software will take to crack it. This means if the password used is strong enough, 

then the Brute Force attack is virtually impossible. The second step I took to prevent 

the Brute Force attack on the Ubuntu Server SSH connection was configuring 

firewall rules on the switch itself to block a connection for two minutes in the event 

of multiple incorrect sign in attempts [13]. 

 

3.4 Methods and Configuration 

To begin the configuration of the project I had to first download and configure 

the needed software. This includes GNS-3, a Kali Linux VM and an Ubuntu Server 

VM. When GNS-3 was downloaded I had to install the GNS-3 Virtual Server as well 

and configure it [23]. This server was configured to run on my laptop’s local host. 

This is the Loopback interface and IP address 127.0.0.1. The GNS-3 Virtual Server 

has been named “GNS-3 VM” and has been allocated 24 GB of RAM and 8 
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processors. From this point on the GNS-3 Virtual Server will be referred to as GNS-

3 VM. The reason for RAM is that all the network devices and the GNS-3 VPC will 

be run and saved on the GNS-3 VM. 

After downloading and configuring the GNS-3 VM, I downloaded and 

configured the Kali Linux VM and the Ubuntu Server VM. The Kali Linux VM was 

given the hostname LinuxVM and will be referred to as that going forward. The 

image file downloaded for the Linux VM is “kali-linux-2023.4-virtualbox-amd64.vbox” 

[18]. The LinuxVM was then allocated 2 processors and 4 GB or 4096 MB of RAM. 

This is more than enough to properly run the Linux VM. Once the initial configuration 

was completed the user “kali” was created. It was on this user account that I 

downloaded the Yersinia and Hydra software packages [7] and [22]. The process 

for these installations was to update the VM using the “sudo apt update && sudo 

apt upgrade” command and typing “yes” to the confirmation prompt. Then the 

software was installed with the “sudo apt install yersinia” and “sudo apt install hydra” 

commands and again typing “yes” to the confirmation prompts. 

The file “ubuntu-22.04.4-live-server-amd64.iso” was then downloaded to 

install the Ubuntu Server VM [19]. This process is quite like the process to install 

and configure this VM as with the LinuxVM. The Ubuntu Server VM was then 

created with the user account “ubuntu.” The hostname “Ubuntu_Server” was given 

to the Ubuntu Server VM and it will be referred to as such from now on. It was then 

updated with the same process: “sudo apt update && sudo apt upgrade” command 

and typing “yes” to the confirmation prompt. Then I installed the Apache2 service to 

enable the Ubuntu_Server to host a webpage [24]. This was done via the “sudo apt 
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install apache2” command followed by entering “yes” to the confirmation prompt 

[24]. After that, I used the “sudo apt install openssh” command followed by entering 

“yes” to the confirmation prompt to install the OpenSSH service. This software is 

used on a Linux server to configure SSH to enable secure and encrypted 

connections to the Ubuntu_Server [14]. The final installation that I made on the 

Ubuntu_Server was to install a GUI on it for ease of use and configuration. The GUI 

I installed is called LightDM. This is the GUI that is used on an Ubuntu Workstation 

VM which both looks good and is user friendly. Installing the GUI was done via the 

command “sudo apt install lightdm” followed by “sudo apt install ubuntu-desktop.” 

Then I had to restart the Ubuntu_Server to allow the GUI to start and be used [11]. 

The next step that I took to configure the network was to buy the Cisco 

Modeling Labs – Personal license. This license costs $199.00 and gives me access 

to the Cisco networking device OS images. Refer to Appendix A for a screenshot of 

the license. The devices I decided to use from the license are the CSR1000v 16.6.1 

for the router and IOSvL2 15.2.1 for the switch. The image file for the CSR1000v 

16.6.1 router OS is “csr1000v-universalk9.16.6.1.qcow2.” The image file for the 

IOSvL2 15.2.1 OS is “vios_l2-adventerprisek9-m.SSA.high_iron_20180619.qcow2” 

[21] Once the files had been downloaded via the license, they were able to be added 

to the GNS-3 software and saved as templates in the GNS-3 VM. This was done by 

selecting the “All Devices” tab on the left of the GNS-3 GUI, followed by selecting 

the “New Template” button at the bottom of the “All Devices” popup. At this point by 

following the steps in the importation wizard I was able to import both the switch and 
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router OS image files: “csr1000v-universalk9.16.6.1.qcow2” and “vios_l2-

adventerprisek9-m.SSA.high_iron_20180619.qcow2.” 

The last step before being able to configure the network was to import the 

LinuxVM and Ubuntu_Server into the GNS-3 software and topology. To do this I 

selected the “Edit” tab at the top of the screen then selected “Preferences.” In the 

“Preferences” popup window I was able to select the “VirtualBox VMs” tab in the 

“VirtualBox” section and then click the “New” button at the bottom of the popup 

window. From here I was able to again follow the steps provided by the importation 

wizard to import the VM image files: “kali-linux-2023.4-virtualbox-amd64.vbox” and 

“ubuntu-22.04.4-live-server-amd64.iso.” 

Once all these devices had been installed and imported into the GNS-3 

software and GNS-3 VM, I was ready to begin building and configuring the topology. 

The first step was to build and cable the network as shown in Figure 1 below. To 

create this topology, I had to create a new project file named 

“CIS_Senior_Project.gns3.” 

Figure 1: Topology 
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Figure 1 is a screenshot of the topology that I built in GNS-3. This topology is saved 

on the GNS-3 VM. 

As shown in “Figure 1” above, I created a topology that contains three routers, three 

switches, and three endpoints. The next step was to subnet the topology into four 

subnets using the strategy VLSM. These are named Subnet 1, Subnet 2, Subnet3, 

and Subnet 4 accordingly. Figure 2 below shows a shortened version of the 

subnetting shown as a table. The full table can be seen in Appendix A. 
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Figure 2: VLSM Table (Subnets Only) 

Subnet Network 

Address 

Subnet Mask Broadcast 

Address 

Available IP 

Address Range 

1 192.168.10.0 255.255.255.192 192.168.10.63 192.168.10.1 – 

192.168.10.62 

2 192.168.10.64 255.255.255.192 192.168.10.127 192.168.10.65 – 

192.168.10.126 

3 192.168.10.128 255.255.255.252 192.168.10.131 192.168.10.129 

- 

192.168.10.130 

4 192.168.10.132 255.255.255.252 192.168.10.135 192.168.10.133 

- 

192.168.10.134 

 

Figure 2 is a shortened version of the VLSM table that is shown in Appendix A.3. 

This table shows the IP addresses assigned to each of the four subnets. 

Subnet 1 is a /26 network (subnet mask: 255.255.255.192) that can hold 64 

hosts total. The network address for Subnet 1 is 192.168.10.0/26. Subnet 1 contains 

the three switches which have been assigned the hostnames S1, S2, and S3 and 

they will be referred to as those names from here on. It also contains the LinuxVM 

and PC1. PC1 is the hostname that was assigned to the GNS-3 VPC. Both hosts in 

this subnet are assigned IP addressed via DHCP from R2 which is the hostname 
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for router 2. The DHCP pool will be discussed in more detail when discussing the 

configuration of R2. Subnet 1 is connected to interface Gi1 on R1 which is the 

hostname for router 1. The IP address assigned to Gi1 on R1 is 192.168.10.1. This 

is the default gateway that has been assigned to Subnet 1. Subnet one is colored 

in light green in Figure 1. 

Subnet 2 is also a /26 (subnet mask: 255.255.255.192) network that can hold 

64 hosts. The network address for Subnet 2 is 192.168.10.64/26. Subnet 2 contains 

only the Ubuntu_Server. DHCP is not configured on Subnet 2 because the only host 

on the subnet is Ubuntu_Server. Servers are not generally assigned addresses via 

DHCP. They are generally assigned IP addresses statically. The subnet is 

connected to the interface Gi2 on R3 which is the hostname assigned to router 3. 

The IP address assigned to Gi2 on R3 is 192.168.10.65 and this is the default 

gateway for Subnet 2. Subnet 2 is colored orange in Figure 1. 

Subnet 3 and Subnet 4 are both /30 (subnet mask: 255.255.255.252) 

networks that represent the connections between the routers. Subnet 3 is the subnet 

that is housed between R1 and R2. R1 interface Gi2 is connected to R2 interface 

Gi1. Subnet 3 is assigned the network address 192.168.10.128/30 and does not 

have a default gateway as there are only routers in this network. Subnet 3 is colored 

light blue in Figure 1. Subnet 4 is the subnet that is housed between R2 and R3. R2 

interface Gi2 is connected to R3 interface Gi1. Subnet 4 is assigned the network 

address 192.168.10.132/30 and does not have a default gateway as there are only 

routers in this network. Subnet 4 is colored yellow in Figure 1. 
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The next step of the project was to configure the routers and switches with 

basic configuration. The configuration of the routers and switches involves the 

configuration of the hostnames, IP addresses, passwords, encryption, STP, port 

security, DHCP snooping, and routes. All switches and routers were assigned their 

respective hostnames via the “hostname” global configuration command. First, I will 

discuss the basic configuration of the switches. S1 is the switch connected to PC1. 

PC1 is connected to Gi0/0 on S1. S1 is also connected to S2 via Gi0/1 on S1 and 

S2; and connected to S3 via Gi0/2 on S1 and Gi0/0 on S3. S2 is connected to the 

Linux VM via interface Gi0/0 on S2 and it is connected to S3 via interface Gi0/2 on 

S2 and interface Gi0/1 on S3. S3 is connected to R1 via interface Gi0/2 on S3 and 

interface Gi1 in R1. 

All three switches are configured with the static IP addresses on VLAN 1. 

VLAN 1 is the VLAN that is configured for Subnet 1. S1 is assigned the IP address 

192.168.10.2 with a subnet mask of 255.255.255.192. S2 is assigned the IP address 

of 192.168.10.3 255.255.255.192 on VLAN 1. S3 is assigned 192.168.10.4 

255.255.255.192 on VLAN 1. Ean of the three switches also have the IP address 

192.168.10.1 assigned as the default gateway for VLAN 1. These were assigned 

starting from global configuration mode via the commands: “interface vlan 1” “ip 

address 192.168.10.2 255.255.255.192” (192.168.10.3 for S2 and 192.168.10.4 for 

S3) and then “ip default-gateway 192.168.10.1.” 192.168.10.1 is the IP address 

assigned to Gi1 on R1. 

The next configuration was to assign passwords to the privilege executive 

mode, the console, and VTY lines. The privilege executive mode password is 
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encrypted by default and is assigned via the command “enable secret …” starting 

from global configuration mode. For security reasons, the passwords that are used 

for the devices will not be shown in this report. Next the console and VTY lines are 

assigned passwords starting from global configuration mode via the commands: 

“line console 0” (“line vty 0 4” for VTY lines), “password …” “login.” This will assign 

the password that I have selected to use for the project; however, these two 

passwords are not encrypted by default therefore the command “service password-

encryption” in global configuration mode. This command encrypts any plaintext 

passwords in the devices configuration files. Refer to Figure 3 below for an example 

of the encrypted passwords. Refer to Appendix B for all switch configurations. 

Figure 3: Encrypted Passwords 

 

Figure 3 is a screenshot of the encrypted passwords for the console and VTY lines 

on S1. These are encrypted via the global configuration command “service 

password-encryption.” 
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STP is the next protocol to configure on the switches. STP was configured on all 

three switches (S1, S2, and S3). This was configured by entering the global 

configuration command “spanning-tree vlan 1 root primary” on S3. This command 

initiates STP on the switch and designates S3 as the primary root bridge. This 

means that that all the network traffic in Subnet 1 will flow through S3 on its way to 

its destination. S1 and S2 were configured with the global configuration command 

“spanning-tree vlan 1 root secondary.” This initiates STP on those devices and 

states that they are not the primary root bridge. A default path for traffic to flow is 

then created on the three devices and BPDUs are sent out of all active interfaces 

on the switches. Because S1 and S2 are connected to end devices, they also need 

to have the commands: “switchport mode access” “spanning-tree portfast” and 

“spanning-tree bpduguard enable” entered on the interfaces that are connected to 

hosts. In this topology the interfaces connected to hosts are Gi0/0 on S1 and S2. 

Figure 4 below shows the STP configuration on S3. 

Figure 4: STP Configuration 
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Figure 4 shows a screenshot of the STP configuration for S3. The Root ID section 

of the output describes the primary root bridge while the Bridge ID section describes 

the switch the command is being run on (S3 in this case). As shown the MAC 

addresses for the root bridge and S3 are the same because S3 is the primary root 

bridge. 

The final configurations to discuss on the switches are port security and DHCP 

snooping. Port security protects the network from STP and DHCP attacks because 

these attacks require the attacker to enter many spoofed MAC addresses. Port 

security was configured on S1 and S2. Port security is configured on each active 

interface that is connected to an end device. This includes the initiation and 

configuration of it. I attempted to configure port security on all active interfaces; 

however, this caused the network to completely lose functionality as the ports not 

connected to an end device would continuously shut down. Port security was thus 

configured on interface Gi0/0 on S1 and S2. The first step is to switch the port to 

access mode with the “switchport mode access” command. Then, set the maximum 

number of MAC addresses that can be saved on a port. In this case it was set to 2 

via the “switchport port-security maximum 2” command. Next, initiate port security 

itself and set sticky MAC addresses to ensure that new devices cannot be added to 

the topology via this interface using the commands: “switchport port-security”; 

“switchport port-security mac-address sticky”; and “switchport port-security mac-

address sticky 0800.2721.b1d0”; (different MAC address on S1). Finally, set the 

violation mode. The Gi0/0 port was set to shut down the port in the case of a violation 

via the command “switchport port-security violation shutdown.” The commands 
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shown here were used on S2. On S1, all of the commands are the same and on the 

same interface; however, the MAC address that was set to sticky is different as a 

different device is connected to S1. Finally, all unconnected ports were set to access 

mode and then issued the “shutdown” command on all three switches. This ensures 

a new device cannot connect to them without the network administrator enabling 

the interface. Figure 5 shows an example of port security. Refer to the Appendix B 

section for all port  security configurations. 

Figure 5: S2 Port Security 

 

Figure 5 is a screenshot of the port security on S2. As shown in Figure 5 and 

described above there is a max number of addresses set to 2 and there have been 

11 security violations. Also, the security action is set to shut down the port. 

DHCP snooping was also configured on all three switches. This is to assist port 

security in protecting the network from a DHCP attack. To enable DHCP snooping I 

configured each of the three switches with the global configuration commands: “ip 

dhcp snooping”; “ip dhcp snooping vlan 1”; and “ip dhcp snooping verify mac-

address.” These commands will enable dhcp snooping on the device and on the 

specified VLANs. The command “ip dhcp snooping verify mac-address” command 
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tells the switch to check the MAC address that is sending a DHCP Discover packet 

to the network. On S1 and S2 the commands “ip dhcp snooping trust” and “ip dhcp 

snooping check request message” were entered on interface Gi0/0. These two 

commands were entered on the interfaces Gi0/0, Gi0/1, and Gi0/2 on S3. These two 

commands will tell the DHCP snooping protocols to 1) trust the interface it is entered 

on, and 2) verify the DHCP Discover packet that is traveling through that specific 

interface. Figure 6 is an example of DHCP snooping. Refer to Appendix B for all 

DHCP snooping configurations. 

Figure 6: S1 DHCP Snooping 

 

Figure 6 is a screenshot of the DHCP snooping on S3. As shown DHCP snooping 

is enabled on S3, and interfaces Gi0/0 – 2 are trusted ports. Also address verification 

is enabled. 
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The next configurations that were made on the network were the router 

configurations. First, the routers were configured with the hostnames R1, R2, and 

R3. R1 is the router connected to Subnet 1 via Gi1. R1 one interface Gi2 is 

connected to R2 Gi1. R2 Gi2 is connected to R3 Gi1. Finally, R3 is the router 

connected to Subnet 2 via interface Gi2. Each router was also assigned passwords 

following the same steps and commands as the switches. As stated before the 

passwords will not be listed in this report to keep the network devices secure. 

The next step was to assign IP addresses. This is done in the same manner as on 

the switches however a default gateway can not be assigned on a router as the 

router acts as the default gateway for a LAN or subnet. R1 was assigned the IP 

address 192.168.10.1 on Gi1 with the subnet mask 255.255.255.192 and 

192.168.10.129 on GI2 with the subnet mask 255.255.255.252. On R2 Gi1 was 

assigned the IP address and subnet mask 192.168.10.130 255.255.255.252 and on 

Gi2 it was assigned 192.168.10.133 255.255.255.252. Finally, R3 was assigned the 

IP address 192.168.10.134 255.255.255.252 on Gi1 and the IP address 

192.168.10.65 255.255.255.192 on Gi2. Interface Gi1 on R1 is the default gateway 

for Subnet 1, and interface Gi2 on R3 is the default gateway for Subnet 2. Refer to 

Appendix A section for the full IP addressing table. 

The next router configuration was OSPF. OSPF needs to be configured on all three 

routers to function properly. OSPF functions differently than most routing protocols. 

Unlike configuring static and dynamic routes, OSPF is configured by assigning the 

networks that a router is directly connected to that router. Once all three routers are 

configured they will share their routing information with one another to automatically 
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create the routes between the networks. OSPF is configured using the global 

configuration command: “router ospf 10.” This command creates the OSPF pool 

named “10.” This is needed because the router will only share the information with 

other devices configured with this OSPF pool. Next the network information is added 

into the pool via the command “network 192.168.10.128 0.0.0.3 area 0.” The 

command is entered for each network that the router is connected to. This is the 

command to add the network information on R1 for Subnet 3. “0.0.0.3” is the 

wildcard mask which is the opposite of the subnet mask. “255.255.255.252” is the 

subnet mask for Subnets 3 and 4 therefore the wildcard mask is “0.0.0.3.” For 

Subnets 1 and 2 the subnet mask is “255.255.255.192” therefore, the wildcard mask 

is “0.0.0.63.” Figure 7 shows an example of the OSPF configurations for R1. For all 

OSPF configurations refer to Appendix C. 
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Figure 7: OSPF 

 

Figure 7 is a screenshot of the routing table for R1. All routes labeled with an “O” 

are OSPF routes. These routes are described in the paragraph above. 

The final configuration that was made on the routers was configuring a DHCP 

server. DHCP is a protocol that assigns the devices on a network IP addresses from 

a specified pool of addresses. R2 was configured as the DHCP server and R1 is 

configured as a DHCP relay. To configure R2 as the DHCP server I entered the 

commands as follows. First, I needed to exclude the IP addresses used for the 

switches and R1. This was done via the global configuration command “ip dhcp 

excluded-address 192.168.10.1 192.168.10.10.” This excludes the IP addresses 

192.168.10.1 to 192.168.10.10 from the pool of available IP addresses. This allows 

you to use these addresses as statically assigned IP addresses. Next the DHCP 

pool itself can be created. This is done with the global configuration commands: “ip 

dhcp pool R1_LAN” “network 192.168.10.0 255.255.255.192” “default-router 
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192.168.10.1” and “dns-server 8.8.8.8.” The first command created the DHCP pool 

“R1_LAN.” This is the DHCP pool for Subnet 1. The default router is set to the IP 

address of R1 Gi1 because this is the default gateway of Subnet 1. Next the DNS 

server is set to 8.8.8.8 which is the google DNS server. This creates the DHCP pool 

with the usable addresses of 192.168.10.11 to 192.168.10.62. The last step to 

configure and enable DHCP for Subnet 1 is to configure R1 as a DHCP relay. This 

will allow R1 to relay both DHCP Discover packets and DHCP leases to their 

destinations because R2 is not directly connected to Subnet 1. This is done using 

the command “ip helper-address 192.168.10.130.” Refer to Figure 8 for an example 

the DHCP Server information. 

Figure 8: DHCP Server 

 

Figure 8 is a screenshot of the DHCP server configuration on R2. This shows the 

leased addresses, as well as the DHCP pool information such as: total addresses, 

excluded addresses, and the network information. 
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Now that the network has been configured the final step of the configuration to 

complete before attacking the network was to configure the Ubuntu_Server. This 

entails configuring an IP address and a route to the default gateway for the 

Ubuntu_Server along with configuring the Apache2 and OpenSSH service. The IP 

address was configured by entering the command “sudo ip address add 

192.168.10.66/26 dev enp0s3.” This address is assigned according to the IP 

addressing table in Appendix A and “enp0s3” is the interface that the IP address has 

been assigned on for the server. Next the route to the default gateway was added 

to the Ubuntu_Server via the command “sudo ip route add default via 192.168.10.65 

dev enp0s3.” This command assigns the IP address 192.168.10.65 as the default 

gateway on the server interface “enp0s3.” 

Next to configure the Apache2 service to configure the Ubuntu_Server as a web 

server, I had to create a new web page in the “/var/www/html” directory. To do this I 

created a directory named “/var/www/html/SportingGoodsStore.” Then I created 

HTML and CSS code files to create the web page itself and saved them in the 

“/var/www/html/SportingGoodsStore” directory. Then I entered the “sudo nano 

/etc/apache2/sites-enabled/000-defaul.conf” to edit the “000-default.conf” file to 

point the web page to the “/var/www/html/SportingGoodsStore” directory [24]. I then 

enabled HTTPS by entering the following configurations. First, I entered the 

command “sudo a2enmod ssl” to enable SSL on Apache2. Then I issued the 

command “sudo systemctl restart apache2” to restart the service. Next, I issued the 

command to generate a self-signed SSL certificate: “sudo openssl req -x509 -nodes 

-days 365 -newkey rsa:2048 -keyout /etc/ssl/private/server.ubuntuserver.com.key -
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out /etc/ssl/certs/server.ubuntuserver.com.crt.” Then I entered the country code 

“US,” state name “Ohio,” the city “Akron,” and organization name “University of 

Akron.” This created the certificate. Then, I edited the SSL configuration file via the 

command: “sudo nano /etc/apache2/sites-available/default-ssl.conf.” In this file I 

changed the “<VirtualHost *:80>” to “<VirtualHost *:443>” and then added the 

configuration lines: “SSLEngine on” “SSLCertificateKeyFile 

/etc/ssl/private/server.ubuntuserver.com.key” and “SSLCertificateFile 

/etc/ssl/certs/server.ubuntuserver.com.crt.” Finally, I enabled the “default-ssl.conf” 

file via the command “sudo a2ensite default-ssl.conf,” and then restarted Apache2 

once more [17]. 

The OpenSSH service needed to also be configured on the Ubuntu_Server to 

enable the ability to establish an SSH connection to the Ubuntu_Server. To do this 

I edited the file: “/etc/ssh/sshd_config” via the command “sudo nano.” I then edited 

the file to allow root sign is by making the “PermitRootLogin” set to “yes.” I set the 

“MaxTries” to 1. Then, I enabled passwords by setting “PasswordAuthentication” to 

“yes” and “PermitEmptyPasswords” to “no.” I then restarted OpenSSH with the 

command “sudo systemctl restart sshd.service” [14]. 

Finally, I configured the server firewall to catch a brute force attack on SSH. I 

configured the firewall to create a log entry in the “/var/log/syslog” file and drop a 

connection if there are 4 failed logins in immediate succession. This was done by 

entering the commands: “iptables -N SSHATTACK.” This command creates a new 

rule chain. Then I entered “iptables -A SSHATTACK -j LOG --log-prefix "Possible 

SSH attack! " --log-level 7” to create the rule to log the “Possible SSH attack.” Then 
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I told the firewall to drop the connection via the command “iptables -A SSHATTACK 

-j DROP.” Finally, I set the interface and port that the rule is applied to with the 

command: “iptables -A INPUT -i enp0s3 -p tcp -m state --dport 22 --state NEW -m 

recent –set,” and then set the time the connection is blocked for to 120 seconds and 

the number of attempts to enact the rule to 4: “iptables -A INPUT -i enp0s3 -p tcp -

m state --dport 22 --state NEW -m recent --update --seconds 120 --hitcount 4 -j 

SSHATTACK” [13]. Refer to Appendix D to see these commands. 

Now that the configurations are complete, I could begin attacking the network. Each 

attack is being conducted from the LinuxVM using the software Yersinia and Hydra. 

The goal of this project is to prevent these attacks from being successful against my 

network topology. The first attack I ran was the STP man-in-the-middle attack via 

the software Yersinia. To initiate the attack, I entered the command “sudo yersinia -

I” to enter the Yersinia software. By default, Yersinia is set to STP attacks. I then 

pressed the “x” key to open the exploits menu and selected the “Claiming Root Role” 

option by pressing “4.” This initiates the attack. Yersinia then begins sending BPDUs 

to the switches to initiate a re-election of the Root Bridge [5] and [7]. The results of 

the attack will be discussed in Chapter 4. 

The second attack I ran was the DHCP Starvation attack. This attack is also run 

using the Yersinia software. A DHCP Starvation attack is when the attacker sends 

many DHCP Discover packets to the DHCP server from unique spoofed MAC 

addresses to cause the DHCP server to lease all available IP addresses to these 

fake MAC addresses. To run this attack, I entered the command “sudo yersinia -I” 

and opened the Yersinia software. I then had to press the “F2” key to enter the 
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DHCP attack mode. Next I pressed “x” to open the “Attack Panel” and selected the 

DHCP starvation attack by pressing the “1” key. This initiated Yersinia to begin 

spoofing MAC addresses and sending DHCP Discover packets to request an IP 

address from the DHCP server [7] and [9]. The results of this attack will be discussed 

in Chapter 4. 

The final attack that I ran was the Brute Force attack on the SSH connection to the 

Ubuntu_Server. A Brute Force attack is when an attacker uses a software or 

malicious code to initiate sign-in attempts and guess passwords or encryption keys 

until the software guesses the password or key. This attack was conducted using 

the software Hydra. Hydra is a password cracking tool that can be used to initiate 

Brute Force attacks on the SSH protocol. To run this attack, I had to create a list of 

passwords on LinuxVM. To do this I created a text file with the 200 most popularly 

used passwords in the year 2023. I named this file “Password_List.” I then ran the 

Hydra software using the command “sudo hydra -l root -P 

‘/home/kali/Desktop/Password_List’ 192.168.10.66 ssh.” This ran a Brute Force 

attack on the IP address 192.168.10.66 which is the Ubuntu_Server via the protocol 

SSH [22]. The results of this attack will be discussed in Chapter 4. 

 

3.5 Conclusion 

This chapter discusses the problems that I faced while completing this project and 

how I solved each problem. The problems included buying the Cisco Modeling Labs 

– Personal license to legally acquire the Cisco router and switch OS images, buying 



 

 

52  

new RAM cards for my laptop to effectively run the GNS-3 software and my topology, 

researching, and studying both the tactics and techniques used to secure the 

network and to attack it, and finally configuring and securing the network. Lastly, I 

had to attack the network to provide proof that the network has been hardened as I 

described. I discussed these issues and how they impact my project and their impact 

in the real world. I then explained the actual process that I used and the 

configurations that I had to make to complete this process and harden the network 

to the extent that I had stated in my project proposal. Finally, I explained the 

methodology in which I attacked the network and how these attacks work and affect 

a network when they are successful. 

The next chapter will discuss the actual results of these attacks. I will also be 

analyzing the results that I have found from these attacks. The next chapter will 

provide the finalized proof that the network was adequately hardened to the extent 

that I had stated originally in my proposal and in this report.
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Chapter 4: Results and Analysis 

4.1 Introduction 

The point of this chapter is to provide the results of each of the three attacks that I 

conducted on my network. These include STP man-in-the-middle, DHCP Starvation, 

and a Brute Force attack on an SSH connection to the Ubuntu_Server. I will also 

provide my analysis of these results and how they show the success of my senior 

project. The attacks were effectively and adequately prevented showing the network 

has been secured as stated in both my project proposal and this report. 

4.2 Results and Analysis 

The first attack that was conducted was the STP man-in-the-middle attack. For a 

complete description of how this attack was conducted please refer to section 3.4 

of this report. An STP man-in-the-middle attack is when the attacker attempts to get 

his device to be elected as the Root Bridge of a network that is configured with 

redundancy in the switches. If this attack is successful the attacker will then have 

access to eavesdrop on all the traffic that is sent across the network because the 

switches will think that his device is the main pathway to the router and to the other 

end devices. 

This attack was not successful in electing the LinuxVM as the root bridge of the 

network. Due to the port security that I configured the network was able to recognize 

that an attack was being conducted and a security violation was logged. In the event 

of a security violation the port that the LinuxVM was connected to was designed to 

shut down until I cleared the MAC address table and re-enabled the port manually. 

This means that as soon as the LinuxVM began sending the BPDU packets to the 
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network that BPDUguard is enabled on the interface Gi0/0 on S2 that the LinuxVM 

was connected to was shut down automatically. This completely removes the 

LinuxVM’s ability to connect to and utilize the network in any way whatsoever. The 

security measures that I have configured on the network adequately and effectively 

mitigated and prevented the STP man-in-the-middle attack. Figure 9 shows the 

results of this attack. A video of the attack will also be shown in Appendix E. 

Figure 9: STP Man-in-the-Middle 

 

Figure 9 is a screenshot of the interface Gi0/0 on S2 being shut down in the event 

of the STP man-in-the-middle attack being conducted on the GNS-3 topology. 

The second attack that was conducted was the DHCP Starvation attack. For 

a complete description of how this attack was conducted please refer to section 3.4 

of this report. A DHCP Starvation attack is when the attacker sends an extremely 

large amount of DHCP Discovery packets to the DHCP server from unique spoofed 

MAC addresses. This will confuse the DHCP server into thinking that each 

Discovery packet is being sent from a unique device and it will issue that MAC 
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address an IP from the list of available IP addresses. This attack will cause the 

DHCP server to issue all of the available IP addresses, which will cause legitimate 

users to not be able to connect to the network because they will not be able to 

receive an IP address from the DHCP server. 

This attack was also unsuccessful in fulfilling its purpose of leasing all available IP 

addresses. This is because of two configurations that I made on the network. First, 

DHCP snooping was enabled on the network which monitors for DHCP attacks. 

Second the port security that was configured on the network was set in a manner 

that as soon as more than 2 MAC addresses were seen and recorded on the switch 

interface, the interface was shut down. Interface Gi0/0 on S2 that is connected to 

the LinuxVM was immediately shut down when the attack started. This is shown in 

Figure 10 below and it adequately provides proof that the network was secured from 

DHCP attacks. 
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Figure 10: DHCP Starvation 

 

Figure 10 is a screenshot of the interface Gi0/0 on S2 shutting down after a DHCP 

Starvation attack was initiated on the port. Due to my laptop hitting its RAM limit 

during this attack, the notification that the port shut down did not appear until after 

the Yersinia software was closed. 

The third attack that was conducted was the Brute Force attack. For a 

complete description of how this attack was conducted please refer to section 3.4 

of this report. The purpose of a Brute Force attack is for the attacker to use a 

software or malicious code to initiate many sign-ins in a short amount of time to 

attempt many passwords until the password of the service that the attacker is 

attempting to access is broken into. This is done via the software or code guessing 

the password. Once the password has been guessed, and the attacker has gained 

access they can do anything that that account has access to do, or they can possibly 

escalate privileges to do what they intend to. 
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The Brute Force attack that was conducted on the SSH connection to the 

Ubuntu_Server was not successful. This is because as discussed in section 3.4, I 

was able to configure a firewall rule onto the Ubuntu_Server to block any connection 

that is being made from a single IP when there are more than 4 failed attempts. This 

blocks the connection for 120 seconds or 2 minutes. I also set the max number of 

attempts to 1 per SSH connection because most of the available Brute Force 

software will make one attempt per connection to attempt to circumvent firewall 

rules. The connection that was made with the Hydra software was blocked by my 

firewall rules and the Brute Force attempt timed out. This shows that the network 

was adequately hardened from Brute Force attacks on SSH connections. Figure 11 

below will show proof of the attack failing. 

Figure 11: Brute Force 

 

Figure 11 is a screenshot of the Brute Force attack that I conducted with the Hydra 

software timing out after being blocked by the firewall rules put in place on the 
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Ubuntu_Server. Also, it shows the attack being logged in the “/var/log/syslog” file on 

the Ubuntu_Server. 
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Chapter 5: Conclusions 

5.1 Conclusion 

My senior project is a culmination of all the knowledge and skills I have learned over 

the past four years at the University of Akron. In this workbook I have presented all 

the details that are included in my project. 

During my project I conducted extensive research on the topics that are being 

covered. This includes the previous work and research by other people and 

organizations, the tactics, and techniques of the attacks that I am conducting, and 

the methods and configurations that can be put in place to mitigate the attacks. 

Configuring security from cyber-attacks into your network is called network 

hardening. 

I have also created and configured a network with three cisco routers, three cisco 

switches, and three endpoints using the GNS-3 software. This network contains four 

subnets that have been created using VLSM. The network has been configured with 

DHCP, OSPF routing, and a web server. This network was then hardened with 

security features and protocols to protect it from STP, DHCP, and Brute Force 

attacks. 

The final step of this project was to conduct an STP man-in-the-middle attack, DHCP 

Starvation attack, and a Brute Force attack on the network to see if they would be 

successful. Each attack was prevented by the security that I configured on the 

network. This proves that the network was hardened to protect the users of the 

network from being attacked by a threat actor. 
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5.2 Contributions 

The contributions that I have made to this field of study are that I have provided 

proof of concept that a network can be protected from STP, DHCP, and Brute Force 

attacks. These are all very dangerous attacks if the network is not properly 

configured to protect against them. STP and DHCP attacks can result in the attacker 

gaining access to all the data being sent on the network, giving them the ability to 

eavesdrop on the data. This data, depending on the network, could be highly 

confidential including PII or even government data and secrets. They can also result 

in the function of the network being disrupted or even broken completely. This could 

cost an organization thousands or even millions of dollars to repair including the loss 

of production. Brute Force attacks can allow the attacker to gain access to accounts 

or services that cannot be open to the public. This could result in the attacker gaining 

access to a privileged account that can make high level changes or the ability to 

access classified or secret information from a business or government. It is 

imperative that a network be protected from Brute Force attacks by configuring both 

firewalls and setting strong passwords and encryption. 

5.3 Future Work 

There is plenty of work to still be done in this field and on this topic. This 

project shows security configuration and penetration testing on a very small scale. 

Cybersecurity is an ever-changing and evolving field. This means that soon the 

security measures that I put in place on this network may become obsolete and 

ineffective against new and other attacks alike. It is imperative that both myself and 

all others who are in the cybersecurity field continue to improve our understanding 
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and knowledge on the attacks that become possible and the ones that are possible 

today. This includes growing this knowledge and understanding on how to prevent 

attacks and mitigate the ones that cannot be prevented. In the future another may 

take the network that I have configured and expand upon both the scale and security 

on the network if they possess the knowledge and skill to do so. 
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Appendix 

Appendix A: General Figures 

Appendix A.1: Cisco Modeling Labs – Personal License 

 
Appendix A.1 is a screenshot of the Cisco Modeling Labs – Personal license that 

I purchased for $199.00 USD. 

 

Appendix A.2: GNS-3 Topology 

 
Appendix A.2 is a screenshot of the topology created for this project. It contains 

three routers, three switches, and three end devices. 
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Appendix A.3: Full VLSM Table 

Device 

Hostname 

Interface Subnet 

Number 

Network 

Number 

IP Address Subnet Mask Default 

Gateway 

R1 Gi1 Subnet 1 192.168.10.0 192.168.10.1 255.255.255.192 X 

Gi2 Subnet 3 192.168.10.128 192.168.10.129 255.255.255.252 X 

R2 Gi1 Subnet 3 192.168.10.128 192.168.10.130 255.255.255.252 X 

Gi2 Subnet 4 192.168.10.132 192.168.10.133 255.255.255.252 X 

R3 Gi1 Subnet 4 192.168.10.132 192.168.10.134 255.255.255.252 X 

Gi2 Subnet 2 192.168.10.64 192.168.10.65 255.255.255.192 X 

S1 Vlan 1 Subnet 1 192.168.10.0 192.168.10.2 255.255.255.192 192.168.10.1 

S2 Vlan 1 Subnet 1 192.168.10.0 192.168.10.3 255.255.255.192 192.168.10.1 

S3 Vlan 1 Subnet 1 192.168.10.0 192.168.10.4 255.255.255.192 192.168.10.1 

PC1 e0 Subnet 1 192.168.10.0 DHCP Assigned 255.255.255.192 192.168.10.1 

LinuxVM e0 Subnet 1 192.168.10.0 DHCP Assigned 255.255.255.192 192.168.10.1 

Ubuntu_Server e0 Subnet 2 192.168.10.64 192.168.10.66 255.255.255.192 192.168.10.65 

Appendix A.3 is a table that shows the full VLSM table created for my Senior 

Project. This table includes each router interface, each switch, and each end 

device on the network. 
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Appendix B: Switch Configurations 

Appendix B.1: S1 Runing Configuration 1 

 

Appendix B.1 is a screenshot of part 1 of the “show run” command output on S1. 

This shows the encryption of passwords, the hostname, and the hash oof the 

privilege executive password. 

Appendix B.2: S1 Runing Configuration 2 
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Appendix B.2 is a screenshot of part 2 of the “show run” command output on S1. 

This part shows that DHCP snooping is enabled on VLAN 1, DNS lookup is 

disabled, and that STP is enabled. 

Appendix B.3: S1 Runing Configuration 3 

 

Appendix B.3 is a screenshot of part 3 of the “show run” command output on S1. 

This part shows the configuration of the 3 active interfaces on S1 Gi0/0 – 2. 

Appendix B.4: S1 Runing Configuration 4 

 



 

68 
 

Appendix B.4 is a screenshot of part 4 of the “show run” command output on S1. 

This part shows the configuration of VLAN 1 including the IP address and Default 

gateway. 

Appendix B.5: S1 Runing Configuration 5 

 

Appendix B.5 is a screenshot of part 5 of the “show run” command output on S1. 

This part shows the banner that I configured and the encrypted password hashes 

for the console and VTY lines. 

  



 

69 
 

Appendix B.6: S1 IP Configuration 

 

Appendix B.6 is a screenshot of the IP interface information on S1. As shown all 

inactive ports are shut down and the IP address is assigned to VLAN 1. 
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Appendix B.7: S1 STP Configuration 

 

Appendix B.7 is a screenshot of the STP configuration for S1. This shows the Root 

ID which is the information that is recorded about the Primary Root Bridge and the 

Bridge ID that is recorded about S1. 
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Appendix B.8: S1 DHCP Snooping Configuration 

 

Appendix B.8 shows a screenshot of the DHCP snooping Configuration for S1. 

This shows that DHCP snooping is enabled on the device and VLAN 1 and that 

verification is enabled. It also shows what interfaces are trusted on S1. 

Appendix B.9: S1 Port Security Configuration 
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Appendix B.9 shows the Port Security Configuration for S1. This shows the 

interfaces it is configured on, the number of MAC addresses that can be recorded, 

the current number of addresses recorded, the violation count, and the violation 

action. 

Appendix B.10: S2 Running Configuration 1 

 

Appendix B.10 is a screenshot of part 1 of the “show run” command output on S2. 

This shows the encryption of passwords, the hostname, and the hash oof the 

privilege executive password. 

Appendix B.11: S2 Running Configuration 2 
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Appendix B.11 is a screenshot of part 2 of the “show run” command output on S2. 

This part shows that DHCP snooping is enabled on VLAN 1, DNS lookup is 

disabled, and that STP is enabled. 

Appendix B.12: S2 Running Configuration 3 

 

Appendix B.12 is a screenshot of part 3 of the “show run” command output on S2. 

This part shows the configuration of the 3 active interfaces on S1 Gi0/0 – 2. 

Appendix B.13: S2 Running Configuration 4 
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Appendix B.13 is a screenshot of part 4 of the “show run” command output on S2. 

This part shows the configuration of VLAN 1 including the IP address and Default 

gateway. 

Appendix B.14: S2 Running Configuration 5 

 

Appendix B.14 is a screenshot of part 5 of the “show run” command output on S2. 

This part shows the banner that I configured and the encrypted password hashes 

for the console and VTY lines. 
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Appendix B.15: S2 IP Configurations 

 

Appendix B.15 is a screenshot of the IP interface information on S2. As shown all 

inactive ports are shut down and the IP address is assigned to VLAN 1. 

Appendix B.16: S2 STP Configurations 
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Appendix B.16 is a screenshot of the STP configuration for S2. This shows the 

Root ID which is the information that is recorded about the Primary Root Bridge 

and the Bridge ID that is recorded about S2. 

Appendix B.17: S2 DHCP Snooping Configurations 

 

Appendix B.17 shows a screenshot of the DHCP snooping Configuration for S2. 

This shows that DHCP snooping is enabled on the device and VLAN 1 and that 

verification is enabled. It also shows what interfaces are trusted on S2. 
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Appendix B.18: S2 Port Security Configurations 

 

Appendix B.18 shows the Port Security Configuration for S2. This shows the 

interfaces it is configured on, the number of MAC addresses that can be recorded, 

the current number of addresses recorded, the violation count, and the violation 

action. 
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Appendix B.19: S3 Running Configuration 1 

 

Appendix B.19 is a screenshot of part 1 of the “show run” command output on S1. 

This shows the encryption of passwords, the hostname, and the hash oof the 

privilege executive password. This also shows that DHCP snooping is enabled, 

and that DNS lookup is disabled. 
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Appendix B.20: S3 Running Configuration 2 

 

Appendix B.20 is a screenshot of part 2 of the “show run” command issued on S3. 

This shows the VLAN 1 configurations including IP address and default gateway. 

Appendix B.21: S3 Running Configuration 3 

 

Appendix B.21 is a screenshot of part 3 of the “show run” command output on S3. 

This part shows the banner that I configured and the encrypted password hashes 

for the console and VTY lines. 

 

Appendix B.22: S3 IP Configurations 
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Appendix B.22 is a screenshot of the IP interface information on S3. As shown all 

inactive ports are shut down and the IP address is assigned to VLAN 1. 

Appendix B.23: S3 STP Configurations 

 

Appendix B.23 is a screenshot of the STP configuration for S3. This shows the 

Root ID which is the information that is recorded about the Primary Root Bridge 
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and the Bridge ID that is recorded about S3. The information is the same because 

S3 is the Primary Root Bridge. 

Appendix B.24: S3 DHCP Snooping Configurations 

 

Appendix B.24 shows a screenshot of the DHCP snooping Configuration for S3. 

This shows that DHCP snooping is enabled on the device and VLAN 1 and that 

verification is enabled. It also shows what interfaces are trusted on S3.  
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Appendix C: Router Configurations 

Appendix C.1: R1 Running Configuration 1 

 

Appendix C.1 is a screenshot of part 1 of the “show run” command output on R1. 

This shows the encryption of passwords, the hostname, and the hash oof the 

privilege executive password. This also shows that DHCP snooping is enabled, 

and that DNS lookup is disabled. 
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Appendix C.2: R1 Running Configuration 2 

 

Appendix C.2 is a screenshot of part 2 of the “show run” command output on R1. 

This shows the OSPF configuration, the banner I configured, and the password 

hashes for the console and VTY lines. 
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Appendix C.3: R1 IP Configurations 

 

Appendix C.3 is a screenshot of the IP interface configuration for R1. This shows 

the interfaces that are active and their IP addresses. 

Appendix C.4: R1 Routing Configurations 

 

Appendix C.4 shows a screenshot of the routing configuration for R1. All the routes 

that are labeled with an “O” are the OSPF routes that I configured. The routes 

labeled “C” are directly connected networks, and the routes labeled “L” are 

Loopback interfaces. 
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Appendix C.5: R2 Running Configuration 1 

 

Appendix C.5 is a screenshot of part 1 of the “show run” command output on R2. 

This shows the encryption of passwords, the hostname, and the hash oof the 

privilege executive password. This also shows that DHCP snooping is enabled, 

and that DNS lookup is disabled. 
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Appendix C.6: R2 Running Configuration 2 

 

Appendix C.6 is a screenshot of part 2 of the “show run” command output on R2. 

This shows the OSPF configuration, the banner I configured, and the password 

hashes for the console and VTY lines. 
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Appendix C.7: R2 IP Configurations 

 

Appendix C.7 is a screenshot of the IP interface configuration for R2. This shows 

the interfaces that are active and their IP addresses. 

Appendix C.8: R2 Routing Configurations 

 

Appendix C.8 shows a screenshot of the routing configuration for R2. All the routes 

that are labeled with an “O” are the OSPF routes that I configured. The routes 

labeled “C” are directly connected networks, and the routes labeled “L” are 

Loopback interfaces. 
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Appendix C.9: R2 DHCP Server Configurations 

 

Appendix C.9 is a screenshot of the DHCP Server configuration. This shows the 

leased IP addresses as well as the DHCP pool information. This includes the total 

addresses, the number of excluded addresses, the number of leased addresses, 

the network address, and address range. 
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Appendix C.10: R3 Running Configuration 1 

 

Appendix C.10 is a screenshot of part 1 of the “show run” command output on R3. 

This shows the encryption of passwords, the hostname, and the hash oof the 

privilege executive password. This also shows that DHCP snooping is enabled, 

and that DNS lookup is disabled. 
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Appendix C.11: R3 Running Configuration 2 

 

Appendix C.11 is a screenshot of part 2 of the “show run” command output on R3. 

This shows the OSPF configuration, the banner I configured, and the password 

hashes for the console and VTY lines. 
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Appendix C.12: R3 IP Configurations 

Appendix C.12 is a screenshot of the IP interface configuration for R3. This shows 

the interfaces that are active and their IP addresses. 

Appendix C.13: Routing Configurations 

 

Appendix C.13 shows a screenshot of the routing configuration for R3. All the 

routes that are labeled with an “O” are the OSPF routes that I configured. The 

routes labeled “C” are directly connected networks, and the routes labeled “L” are 

Loopback interfaces.  
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Appendix D: Ubuntu Server Configuration 

Appendix D.1: Server IP and Firewall Configuration 

 

Appendix D.1 is a screenshot of the IP address and firewall configuration for the 

Ubuntu_Server. As shown the IP address is 192.168.10.66 and the firewall blocks 

all SSH connections for 2 minutes after 4 failed login attempts. 
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Appendix E: Attacks 

Appendix E.1: STP Man-in-the-Middle 

 

Appendix E.1 is a screenshot of the STP man-in-the-middle attack failing because 

the interface Gi0/0 on S2 is shutting down due to a security violation. 

Appendix E.2: DHCP Starvation 1 
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Appendix E.2 is a screenshot of the DHCP starvation attack starting. This is being 

shown because the attack lagged my computer and the message of the port 

shutting down did not show until I closed Yersinia. 

Appendix E.3: DHCP Starvation 2 

 

Appendix E.3 is a screenshot of the DHCP starvation attack failing because the 

interface Gi0/0 on S2 is shutting down due to a security violation. 
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Appendix E.4: Brute Force 

 

Appendix E.4 is a screenshot of the Brute Force attack failing because the 

connection is being blocked by the firewall configured on the Ubuntu_Server. The 

attack is also being logged in the “/var/log/syslog” file. 
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