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cylinder is used.  By using an 8mm bore cylinder the required airflow is decreased 
to 15 CFM. Unfortunately, an 8mm diameter bore cylinder has even smaller intake 
ports, thus decreasing the allowed airflow into the cylinder. This issue persists due 
to the fact that our application is unique, which would require a custom cylinder to 
be fabricated to meet our specifications. Speed testing for the 8mm bore cylinder 
proved this issue as a max speed of 5 ft/s is achieved, which is much lower than 30 
ft/s.  

 

4.3.5. Main Processing Unit [KM] 

The entire robot system is dependent on using the sensor for the robot. Since 

image processing is the chosen sensor for this project, the only way to keep up with 

its computations is to use a full-scale computer processor rather than a 

microprocessor. After considering incorporating an image processing system on 

the robot, the Raspberry Pi ARM processor is a logical choice to work with image 

processing and motor drive control. The Raspberry Pi 2 pictured in Figure 14 will be 

the development processor for the robot. 

 
Figure 14: Main Processor ARM V7 on Raspberry Pi 

The entire concept of using a processor brings up the questions of whether it is 

possible to make the printed circuit board or buy an off-the-shelf development 

board. Given the time constraints of the project and flexibility with funds, the 

option to purchase a development board will be taken. It is more beneficial to 

purchase something that works than to construct and debug the hardware of a 

printed circuit board that is fabricated. 

The processor will be required to receive manual control commands wirelessly and 

provide inputs to the motor controller. It will also need to be conducting image 

processing on the camera video feed while receiving user input commands from 

the wireless controller. The Raspberry Pi code will need to contain an interrupt 

service routine to control the motors when the processor receives commands from 

the wireless controller; the image processing algorithm will be constantly running 

while the robot is in use [5]. The Pi should be able to stop image processing, send 

commands to the motor controller over PWM after receiving commands from the 

wireless controller. The camera will be connected to the processor over USB. A FIFO 
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buffer will be implemented in order to keep a stable image stream ready for 

importing images using the image processing algorithm. A buffered image stream 

will provide a simple way to mitigate data loss and keep data ready for processing. 

The user will be able to press a button on the controller to let the robot know which 

beacon it should launch towards. The robot will then automatically rotate to locate 

the beacon and send the puck in that direction. If the robot does not locate the 

beacon after the robot rotates for a while, then the robot will return to manual 

control. If the user does not press a button, then the robot motor control system 

will only accept commands from the controller. The hardware overview diagram in 

Figure 15 shows the system overview in more detail.  

 
Figure 15: Main Processing Unit Level 2 Block Diagram 

The main processor receives inputs from the camera, infrared puck detector and 

wireless controller. The processor will also command the motor controller to 

control the motors after interpreting the input from the wireless controller. When 

the user commands the robot to launch the puck, the robot will verify that it has 

the puck prior to launching the puck to help preserve pressure in the CO2 tank. If 

the robot has possession of the puck and the user gave the command to launch the 

puck, the processor will command the shooting mechanism to launch the puck. 

The software for the robot is broken up into multiple sections. The system can be 

described in a top level software diagram as the one shown in Figure 16. 
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Figure 16: Main Processor Software Overview Level 2 Diagram 

 

Figure 17 shows the algorithm run each time the user provides input to the wireless 

controller for the user input stage of the software. 

 

Figure 17: Main Processor to Motor Controller Software Level 2 Diagram 
 

In the OpenCV V3.0.0 image processing section of the software, the fisheye camera 

video input will have to be converted from a distorted, fisheye image to a standard 

linear image. [3] The code will use OpenCV libraries to track the beacons using their 

known colors and shapes. The beacon detection algorithm will locate the x-

coordinate of each beacon for each image and approximate their angle to a section 

of x-coordinates, such as the depiction in Figure 18. 
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Figure 18: Software X-Coordinate Sections Level 2 Diagram 

Once the robot has verification that it has possession of the puck from the IR break-

beam sensor, the robot will begin tracking the x-coordinates of all the beacons. 

Each beacon will be within one of the sections determined above and the robot will 

rotate. The software iteration can be seen in Figure 19. 

 

Figure 19: Software Image Processing Algorithm Level 2 Diagram 

Table 21: Image Processing Algorithm Level 2 Inputs-Outputs 

Module Image Processing Algorithm 

Inputs Captured Image 

Outputs Degrees for Robot to Rotate 

Functionality Sends Degrees to Rotate to the Motor Control 

Algorithm 
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Figure 20 below shows the software overview of the image processing system. 

Since the camera input utilizes a fisheye lens, the image borders will need to be 

corrected to look like a standard image. Next, the image will be stored into a First-

Input-First-Output buffer; this will allow for the image processing algorithm to 

retrieve images from the buffer without losing image frames. The image processing 

algorithm will constantly search the images for the beacons and their respective 

shapes and colors. When the beacons appear in the image, their x-coordinates are 

recorded. At the same time, their approximate degrees from the center of the 

image are calculated using the image section that they appear in as shown in Figure 

18 above. When the user presses a button that represents one of the beacons, the 

robot will rotate by the approximate degree value and immediately send a logic-

level launch command to the shooting mechanism to shoot the puck. 

 

Figure 20: Software Image Processing Overview Level 2 Diagram 

After the user presses a button to shoot the puck to a beacon, the processor will 

send a PWM signal to the motor controller. The PWM duty cycle will control the 

speed the robot as it rotates in tank drive; the rotational acceleration will be 

optimized through testing. The robot will send a tunable PWM signal control to 

align with the intended degree value from the image processing algorithm. The 

motor control algorithm is shown in Figure 21. 

 

Figure 21: Software-Assisted Motor Control Level 2 Diagram 

Table 23: Software-Assisted Motor Control Level 2 Input-Outputs 

Module Software-Assisted Motor Control Algorithm 
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Inputs Wireless Controller Beacon-Select Button 

Image X-Coordinate Approximated Degrees 

Outputs PWM Motor Drive Input Causes Robot to 

Rotate 

Functionality Motor Control Algorithm Causes Robot to 

Rotate if the User Utilizes Software-Assisted 

Mode. 

 

The processor is responsible for carrying out all operations on the robot. The 

controller gives the user the opportunity to have the image processing algorithm 

to find the last known position of the targeted beacon and launch the puck in that 

direction. Using this mode, the user will be able to accurately send the puck 

towards the desired target. This will also provide a faster reaction time for the robot 

to aim the puck after the user specifies which beacon to launch it towards. This 

method is also used because the camera will have “blurry” images while the robot 

is in motion and will not be able to have dependable feedback for the robot to know 

when to stop rotating. Having the degrees to rotate to face the beacon 

predetermined will be a more effective way to align the robot with the beacon. 

4.3.5.1. Pseudo Code 

The following algorithm illustrates how the system software will be constructed. 
The processor will be constantly receiving camera images while also being able to 
receive control input from the user. When the wireless controller sends commands 
to the processor, the code will run an interrupt service routine where the controller 
data is recorded and commands are directed to the motor controller. After the ISR 
is completed, the code will resume at its last location. 
 
InitializeCamera_Wireless Controller(); 
While(1){ 

ReceiveCameraFeed(); 
LocateBeaconUsingImageProcessing_ShapeColorSizeMatching(); 
Switch (StateVariable) { //FiniteStateMachineEquivalent 
Case UserCommandFromWirelessController: //This will be an interrupt 
service routine 
 CommandMotorsToMove(); 
 Break; 
Case BeaconFound: 
 ContinueOperatingRobotButRememberBeaconPosition(); 
 Break; 
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Case UserPushesButtonToLaunchPuck && 
PuckDetectedWithIRBreakSensor: 
 CommandMotorControllerToRotateToBeaconLocationAndLaunch()
; 
 Break; 
} 

  } 
 

Table 24: Input Motor Direction from Wireless Controller 

Module Input Motor Direction from Wireless Controller 

Inputs Digital Wireless Controller Joystick Values 

Outputs Command Motor Controller How Much to Move Motors 

Functionality Allows the User to Operate the Robot Using Manual Control 

 

Table 25: Input USB Camera Feed 

Module Input USB Camera Feed 

Inputs Captured Ambient Light 

Outputs Camera Frames going to Processor via USB 

Functionality Provides the Input Camera Feed for the Image Processing  

 

4.3.6. Motor Control System [JS] 

The motor control system consists mainly of the motor driver and the DC motor. 
The motor driver is a device that allows a low power digital signal control a high 
power motor. This useful device easily allows a processor to control the speed and 
direction of the DC motor. 
 
The following is a hardware input-output block diagram to better depict the 
subsystem. 
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Figure 22: Motor Controller Level 2 Block Diagram 

Table 26: DC Motor Level 2 Input-Outputs 

Module DC Motor 

Inputs Voltage and Drive Current 

Outputs Motor Drive Torque 

Functionality Receives the appropriate voltage from the motor controller. 
Voltage polarity determines the direction of which the motor 
will spin. Additionally, the motor controller supplies the drive 
current which directly correlates with the torque the motor 
exerts.  

 

It is very important to calculate all required values for the motor control system as 
this is a high power subsystem and can cause serious damage to the rest of the 
project. The power requirements are determined from the specifications for the 
DC motors. The following diagram shows the forces acting on the wheel. 

 
Figure 23: Force Diagram for Wheels 

In this situation the robot will travel completely in the horizontal direction, allowing 
the summation of all forces (F) to equal the friction force. 
 

Σ𝐹𝑥 = 𝑀 ∗ 𝑎 = 𝑓 
 
The inertia of the robot is ignored as these equations are used to determine the 
maximum parameters or “worst case values”, which is found when the robot is 
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initially not moving. The friction force produces the torque (T) on the motor and 
the following equation can be substituted in.  
 

𝑀 ∗ 𝑎 =
𝑇

𝑅
  ⟹  𝑇 = 𝑀 ∗ 𝑎 ∗ 𝑅 

 
The above torque equation represents the total torque required to accelerate the 
robot. The total torque value must be divided by the total number of drive wheels 
(N) to obtain the torque needed for each drive wheel. 
 

𝑇 =  
𝑀 ∗ 𝑎 ∗ 𝑅

𝑁
 

 
Finally, the efficiency I of the motor, gearing, and slip must be taken into account. 
 

𝑇 = (
100

𝑒
) ∗

𝑀 ∗ 𝑎 ∗ 𝑅

𝑁
 

 
This is the torque required and inefficiencies for each motor.  A safe and reasonable 
value for acceleration is chosen and implemented into the equation.  
 
From the design specifications, the required torque can be calculated. For the robot 
mass (M), the maximum weight of 15 pounds (6.8 kg) is used. A reasonable 
acceleration of 4𝑓𝑡/𝑠2 (1.2192𝑚/𝑠2) is chosen. A standard 4 inch tire is used, so 
the radius (R) is 2 inches (0.0508 m). Lastly, the design will include two wheels and 
a rough estimation of 65% efficiency for the mechanical design. 
 

𝑇 = (
100

𝑒
) ∗

𝑀 ∗ 𝑎 ∗ 𝑅

𝑁
= (

100

65
) ∗

(6.8𝑘𝑔) (1.2192
𝑚
𝑠2) (0.0508𝑚)

2
 

 
= 0.324 N ∙ m 

 
A robust and low-cost gearmotor is chosen as it satisfies the torque and mechanical 
requirements. This gearmotor consists of a powerful Pololu motor and a 20.4:1 
metal gearbox. The following table shows the specifications for the gearmotor [25]. 
 

Table 27: 3202 Pololu Gear Motor Specifications 

3203 Pololu Metal Gearmotor 

Motor Operating Voltage 12V 

Gearbox Output Speed 480 𝑟𝑝𝑚 𝑓𝑟𝑒𝑒 𝑟𝑢𝑛 

Gearbox Torque 𝑇 = 0.6 𝑁𝑚 

Stall Current 5500 mA 
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Lastly, the angular velocity for a nominal 12V battery is 480 rpm, which is a 
reasonable and safe operating speed for the robot. 

 
Table 28: Motor Controller Level 2 Input-Outputs 

Module Motor Controller 

Inputs Battery Power 
Digital Communication from Processor 

Outputs Voltage and Driver Current 

Functionality Acts as a switch between the battery and DC motor. Capable of 
setting voltage polarity and pumping motor drive current. 
Outputs are digitally controlled by the processor. 

 
The motor controller specifications are based on the DC motor, as the controller 
needs to be capable of supplying what the motor demands. The first consideration 
is the motor's nominal voltage. The motor controller must be capable of operating 
within the motor voltage range. The next consideration is the continuous current 
the controller will need to supply the motor. A "rule of thumb" used in industry is 
making sure that the maximum current rating is at least double the continuous 
current of the motor. A nice feature that some controllers have is over current and 
thermal protection, which would be very helpful in this application. Another 
consideration is the control method; the motor controller is a tool used to control 
the power supplied to the motor. A compatible communication protocol must be 
used between the motor controller and processor. The final consideration is 
whether to use a single or double motor controller [17]. 
 
The motor controller used for the design will be the Sabertooth 2x5 module. The 

controller has the following specifications and does meet the demand of the 

motors. [26] 

Table 29: Motor Controller Specifications 

Sabertooth 2x5 

Operating Voltage 6V – 18V 

Continuous Current 5A 

Peak Current 10A 

Output Channel 2 

Protection Current limit and thermal protection 
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Figure 24: Sabertooth 2x05 Motor Controller 

Due to the lack of test equipment, the motors were not tested. Inserted into the robot 

the motors and motor controller ran flawlessly even though the final weight of 

the robot was more than desired.  

4.3.7. Power Distribution [DS] 

The power distribution network consists of a rechargeable battery delivering the 
required power to each subsystem. Each subsystem requires a specific voltage and 
it is imperative to provide each component with a steady supply. A voltage spike 
could cause serious problems to voltage sensitive integrated components, so it is 
important to maintain clean and safe voltage.  
 

A linear regulator uses an active (BJT or MOSFET) device controlled by a high gain 
differential amplifier. It compares the output voltage with a reference voltage and 
adjusts the active device to maintain a constant voltage. The linear regulator's 
power dissipation is directly proportional to its output current. Typical efficiency 
can be 50% or lower, but the noise generated from the linear regulator is much 
lower than a switching regulator [20].  

  

A switching regulator converts the input voltage by switching the voltage with a 
power MOSFET or BJT switch. The filtered output is compared to a reference 
voltage and adjusts the circuit that controls the on and off times of the switch. A 
typical switching regulator can achieve efficiencies in the 90% range but requires 
much more filtering on the output. Switching regulators are usually used for high 
current applications [20].  

  

The following is a block diagram of the power distribution to each subsystem.  
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Figure 25: Power Distribution Level 2 Block Diagram 

 
Table 30: Power Distribution Level 2 Input-Outputs 

Module  Power Distribution  

Inputs  Battery Charging Current  

Outputs  Motor Controller Power  

Shooting Mechanism Power  

Regulated 5V 
Regulated 24V 

Functionality  The rechargeable battery will require the ability to be 
recharged after significant use. To protect the system and 
eliminate any parasitic losses, a mechanical ON/OFF switch 
and fuse will be implemented. The battery will supply the 
needed power used for the motor controller and shooting 
mechanism. Additionally, the battery voltage will be regulated 
to a lower safe level for the system electronics. Lastly, the 
battery status will be readout for user’s convenience.  

  

4.3.7.1. Power Distribution Implementation 

The voltage regulators chosen for this application are switching regulators. By 

using a switching regulator, the design can be as efficient as possible. This is 

important since the robot is run off battery power only and operating time is 

maximized as much as possible. Figure 26 shows the power distribution among 

the various subsystems. 


